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5.  Areas of overlap

6.  General machinery and specific rules

6.1  Document structure

6.1.1  General machinery

6.1.2  Specific rules

6.2  Predicate processing; correspondence rules

6.3  Potential arguments

6.3.1  General rules

6.3.2  Specific rules

7.  General linguistic procedures

7.1  Before potential argument identification

7.1.1  Primary Tokenization and sentence boundary identification

7.1.2  Secondary tokenization: expand local acronyms

7.1.3  Lexical look-up

7.1.4  Category label ambiguity resolution (stochastic tagger)

7.1.5  Underspecified syntactic parse

7.1.6  Map noun phrases to the domain model (MetaMap)

7.2  After potential argument identification

7.2.1  Coordination

7.2.2  Predicate identification

7.2.3  Argument identification

7.2.4  Relativization

7.2.5  Anaphora resolution
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